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ABSTRACT
HPC application developers and administrators need to understand
the complex interplay between compute clusters and storage sys-
tems tomake effective optimization decisions. Ad hoc investigations
of this interplay based on isolated case studies can lead to conclu-
sions that are incorrect or difficult to generalize. The I/O Trace
Initiative aims to improve the scientific community’s understand-
ing of I/O operations by building a searchable collaborative archive
of I/O traces from a wide range of applications and machines, with
a focus on high-performance computing and scalable AI/ML. This
initiative advances the accessibility of I/O trace data by enabling
users to locate and compare traces based on user-specified criteria.
It also provides a visual analytics platform for in-depth analysis,
paving the way for the development of advanced performance opti-
mization techniques. By acting as a hub for trace data, the initiative
fosters collaborative research by encouraging data sharing and
collective learning.
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1 INTRODUCTION
The evolution of the high-performance computing (HPC) landscape
has seen the integration of artificial intelligence/machine learning
(AI/ML) workloads with traditional HPC applications. The different
I/O behaviors of these applications have a significant impact on
system performance [13, 18, 19], and the cost of I/O operations
can dominate in large-scale simulations and AI/ML model train-
ing because of the widening gap between compute and storage
performance. Yet, application developers often prioritize optimiz-
ing simulation code to save CPU cycles over I/O. Several reasons
might explain this inclination: they believe that significant gains
can be made with CPU optimization, perceive I/O inefficiencies as
hardware limitations rather than software issues, or they might
assume I/O is either already optimized or view its optimization as
an external challenge beyond their immediate control or focus.

Entering this new era of computing therefore requires a thor-
ough exploration of I/O patterns in order to optimize applications,
user behavior, and storage systems. Unfortunately, it is not enough
to explore selected applications with few changes in input parame-
ters on a single HPC system, as doing so can easily lead to incorrect
conclusions and optimizations. In contrast, it is necessary to eval-
uate many applications at different scales and inputs to ensure
improvements in both application I/O efficiency and storage sys-
tem efficiency.

This paper introduces the I/O Trace Initiative, which addresses
these challenges by creating a comprehensive, open data archive of
I/O traces. The initiative aims to provide a deeper understanding of
I/O behavior across a wide range of scientific domains, applications,
and compute clusters. The goal is to bridge the knowledge gap in
understanding I/O behavior and provide valuable insights to system
researchers and application developers alike. This initiative builds
on and complements previous efforts in this area [3, 4, 6, 14, 17].

The I/O Trace Initiative differs from existing I/O trace efforts in
that its first step is to collect as many different I/O traces as possible
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for a variety of major HPC applications across a variety of platforms.
This collection will provide crucial context that enables software
architects to understand whether their applications are sensitive to
unexpected input parameters or HPC machine configurations and
to identify scaling limits. In addition, HPC storage administrators
will be able to compare the execution behavior of applications run-
ning on their HPC platform with the I/O behavior across different
platforms, allowing them to find and adjust weaknesses in their
storage configuration.

The I/O archive and its associated website go far beyond a sim-
ple data repository by providing visualization tools for analyzing
individual trace files, comparing different trace files, and merging
traces of (non-MPI) workflows into a single, unified representation.
It thus provides the basis for collaborative learning in the field of
HPC tracing. It is based on the trace format introduced by Darshan
[6] and uses and extends many of Darshan’s analysis capabilities.

However, the development of such an archive poses several chal-
lenges, including data privacy, data uniformity, and interpretation
of results. In addition, contributors to the archive must be motivated
to spend time tracing and submitting traces, for example by being
able to cite their work. These challenges are addressed in the paper,
along with our solutions in the design and implementation of our
system. Thus, this paper highlights the importance of building an
open access archive of I/O traces from HPC workloads and presents
our initiative as a response. The challenges and potential of this
initiative are discussed in detail.

This paper is organized as follows: Section 2 explores the moti-
vation and state of the art in I/O profiling, emphasizing the need
for an open access trace archive. It then outlines challenges and
benefits of our initiative for designers, researchers, and developers.
The framework section details our archive’s design and potential
through examples, aiming to enable I/O studies for HPC and AI/ML
applications and foster collaboration and open science principles.
Section 4 concludes and highlights future research directions.

2 BACKGROUND AND MOTIVATION
HPC and AI/ML workloads exhibit a wide range of I/O behaviors
due to varying computational needs and data dependencies. The
nature of data models, access patterns, and I/O operations, includ-
ing both POSIX functions, and more complex MPI-IO operations,
are determinants of the application’s overall performance [2]. Pro-
filing tools like Tau [20], Score-p [12], IOPin [11], Recorder [15, 22],
and Darshan [5, 21] are essential, providing detailed data and in-
sight into the interplay of I/O, computation, and communication in
overall execution time.

2.1 I/O Profiling with Darshan
Darshan is an I/O profiling tool widely adopted in the HPC com-
munity because of its lightweight design and focus on high-level
application behavior. It provides valuable insights into the interac-
tion between applications and the I/O subsystem, offering metrics
such as I/O operation volume, time spent in I/O, and performance
information for different layers of the I/O stack.

The I/O Trace Initiative has selected Darshan as its foundation
for collecting traces for several reasons. Its application-centric per-
spective offers high-level behavioral insights rather than low-level

system metrics, providing a more holistic understanding of the ap-
plication I/O. Additionally, its scalable and portable nature ensures
compatibility with diverse HPC environments, enabling us to cap-
ture a broad range of data. Moreover, the new Darshan eXtended
Tracing (DXT) module [25] allows varying the level of fidelity cap-
tured by Darshan at run time without modifying or recompiling
applications. Darshan’s profiling capabilities allow it to profile the
various layers of the I/O stack, thus providing detailed I/O statistics
that facilitate more nuanced analyses. Furthermore, the community
around Darshan constantly enhances and extends the tool, assuring
ongoing support that will greatly benefit our archive project.

Despite the merits of profiling tools like Darshan, however, they
do not fully capture the application context and thus lead to lim-
itations in performance optimization. Notably, certain metadata
about applications, workflows, and varying workloads, especially in
non-MPI applications, may not be preserved, resulting in a knowl-
edge gap. Furthermore, the use of profiling tools in isolation lacks a
structured mechanism for comparing and contrasting I/O behaviors
across diverse applications, systems, and scales.

As a solution, an I/O trace archive is deemed necessary to en-
capsulate the application context and facilitate meaningful insights
into I/O behavior under various scenarios. The proposed archive
can facilitate bridging the gap between I/O profiling and acquiring
essential information, while also handling the challenges stemming
from system heterogeneity. Additionally, fostering close collabora-
tion with the scientific community plays a vital role for Darshan
developers in detecting bugs and analyzing application require-
ments, further emphasizing the significance of the proposed I/O
trace archive.

2.2 Challenges and Motivations for System,
Storage, and Application Researchers

For system, storage, and application researchers, the complexities
associated with tracing and analyzing I/O operations present mul-
tifaceted challenges. Current tools for I/O profiling tend to offer
a limited scope, often lacking in the capacity to provide applica-
tions’ context and metadata. Crucial information, such as system
configurations, software versions, and specifics of the application’s
use case, processed data types, and algorithms used, is often not
documented, hindering a full-fledged analysis.

Simultaneously, the need for longitudinal tracking of I/O perfor-
mance, currently lacking in most profiling tools, is growing. Such
functionality is invaluable for understanding the effectiveness of
system changes and optimization techniques over time. Further-
more, with the increasing prevalence of AI/ML workloads in HPC
systems, there is a pressing need to explore and understand I/O
characteristics specific to widely used AI frameworks such as Ten-
sorFlow and PyTorch, an aspect currently not adequately covered.

Additionally, researchers and developers across different fields
of science often work in isolation, with limited awareness of sim-
ilar system and I/O requirements in other disciplines. This com-
partmentalization can lead to redundancies and prevent the cross-
fertilization of ideas and methodologies.

The motivation for the I/O Trace Initiative is born out of these
unmet needs. By providing a rich, contextually aware, and com-
prehensive dataset of I/O traces, we aim to cater to the needs of
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system, storage, and application researchers alike. This archive is
expected to enhance the understanding of I/O behaviors and their
dependencies on system and application context, impacting overall
application performance.

The initiative is also committed to empowering application de-
velopers. The archive’s access to detailed, context-rich information
and support for comparative and longitudinal analysis will guide de-
velopers to better comprehend their application’s I/O behaviors and
optimize performance. Furthermore, it seeks to contribute to the
AI/ML development community by enhancing the understanding
of I/O patterns specific to AI/ML workloads. By encouraging cross-
disciplinary collaboration, we believe this initiative will stimulate
innovation and efficiency across scientific disciplines, benefiting
the wider research community.

2.3 Related Work
Several studies have utilized Darshan traces for various aspects of
I/O behavior in HPC systems. For example, Khetawat et al. used aug-
mented Darshan traces with the I/O replay and CODE simulation
suite to focus on burst buffers [10].

Others explored I/O load and behavior in AI/ML applications
using Darshan traces. Chien et al. introduced tf-Darshan, connected
with the TensorFlow Profiler, for fine-grained I/O analysis in ma-
chine learning [7]. Recent works such as [18] generated HPC traces
assited by a machine learning pipeline, and [2] provided baseline
taxonomy for I/O patterns as a common ground for HPC I/O re-
searchers.

Some tools extend Darshan for interactive trace data analysis.
Examples include DXT Explorer for detecting I/O bottlenecks [3],
coupling Darshan with TOKIO to tune HPC workflows [14], and
IOMiner for analyzing heterogeneous I/O logs [23]. Unlike the I/O
Trace Initiative, these approaches do not aim for a public and interac-
tive I/O trace repository. However, their insights and methodologies
will influence the functionality of the HPC I/O tracing archive.

Several analysis tools were evaluated using ALCF I/O data repos-
itory traces [4]; however, these were limited to a single (now de-
commissioned) platform with anonymized logs and did not provide
an interactive interface for exploring them. Our I/O Trace Initiative
complements such efforts, offering an open repository of I/O traces
with context and metadata. It can enhance workload understand-
ing and aid the HPC community in I/O research and performance
tuning.

2.4 FAIR Principles
Our work is fundamentally guided by the FAIR Principles, stand-
ing for Findability, Accessibility, Interoperability, and Reusability,
introduced by Wilkinson et al. [24]. These principles are globally
accepted standards for managing digital resources efficiently.

Findability prioritizes the discoverability of digital assets. We
integrate this principle by assigning a permanent DOI to each
I/O trace and allowing detailed metadata tagging, thus enhancing
searchability in our I/O Trace Initiative.

Accessibility advocates for straightforward access to resources
post-discovery. We support this by providing an open-access plat-
form and lucid data access protocols for our I/O traces.

Interoperability necessitates compatibility of data with other
datasets. We achieve this by utilizing Darshan, a widely accepted
I/O profiling tool, which produces traces in an interoperable format.

Reusability emphasizes that data should be sharable for future
research. Our initiative ensures this by providing comprehensive
metadata for each trace and using a data format familiar to the
HPC community. Hence, our approach encapsulates the FAIR prin-
ciples, optimizing the usability and effectiveness of our I/O profiling
efforts.

3 THE I/O TRACE INITIATIVE FRAMEWORK
The I/O Trace Initiative provides a complete framework for col-
lecting, managing, studying, and interpreting I/O traces. Based on
the principles of open science, this project encourages data sharing
and interdisciplinary collaboration. It has been designed to meet
the practical needs of researchers, as evidenced by feedback from
participants in several European projects. The specific features and
design considerations of our project are discussed in detail in the
following sections.

3.1 The Central Repository: A Nucleus for I/O
Trace Investigation

Acting as the central repository, the I/O Trace Initiative website
streamlines the process of submitting and exploring I/O traces.
Driven by a Go backend and an interactive frontend managed by
React, the website is highly capable. The backend can process Dar-
shan log files using both the darshan log-utils C API [1] and
PyDarshan, although PyDarshan is preferred because it offers a
more comprehensive collection of reusable analysis routines. A no-
SQL database was implemented to allow easy expansion of stored
data and the inclusion of additional information as required. This
also enables the storage of log data created by different tracing
applications in the future without the need to match them individ-
ually with data stored by Darshan. The frontend offers interactive
charts that can be filtered by different I/O sources and types.

The website provides a variety of interactive data visualizations,
such as heatmaps of I/O intensity, bar plots of operations, his-
tograms of I/O sizes, and cumulative Pareto plots of I/O volume per
process. The website serves as a platform for cross-collaboration,
enabling researchers and developers to contribute, observe, analyze,
and compare traces across different scientific domains.

In order to accommodate the common need among researchers
to run customized analysis on the data, an API based on the Open-
API standard [16] is provided for retrieving data from the backend.
Users can employ automated code generation tools to access the
API and receive the results in a structured manner. All APIs used
by the frontend will also be made available to the public.

The subsequent sections will delve into the specific features and
design considerations of the website.

3.2 The Submission Interface
Our website is equipped with a submission form that facilitates
the uploading of Darshan profiles by collaborators. As part of this
process, users provide certain metadata about the profile, including
details such as their name, affiliation, the name of the cluster on
which the application ran, and the name of the application itself.
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This wealth of metadata preserves the application context, allow-
ing users to grasp the distinctive behaviors exhibited by diverse
workloads. Providing metadata enables others to more easily find
relevant traces and compare them with greater confidence. How-
ever, we do not strictly require users to provide all the available
information.

Anonymization. Darshan log files contain information that
usersmight consider sensitive. For instance, the paths of all accessed
files are stored in the log file. Darshan provides an obfuscation
functionality that randomizes the directory path and file names in
the trace file. We apply this obfuscation to the uploaded traces to
remove the sensitive data.

Privacy policy. On our submission site, we collect names and
email addresses of authors and correspondents. This information
is required to authenticate and verify the submitted I/O profiles
and associated metadata, maintaining its integrity within our pub-
lic archive. Additionally this information allows for necessary ex-
changes with the authors during the verification process, aiding
in the assurance of data accuracy and reliability in the HPC and
storage domains. After data verification we delete all personal data
in line with data protection regulations, unless the data contributors
request their names to be linked to the data via a Digital Object
Identifier (DOI). Such requests result in the permanent storage of
the DOI, associating the contributors’ names with the data in open,
external databases. This approach is consistent with our policies
that advocate for transparency and accuracy in data processing and
storage. It also reflects our commitment to preserving the data we
manage.

3.3 Archive and Search Capabilities
Following verification, I/O traces are cataloged in a searchable
archive created using Elasticsearch [9] to facilitate rapid and effi-
cient search capabilities. This archive is instrumental in enabling
users to navigate, filter, and compare various traces, acting as an
essential tool in understanding performance fluctuations across
different systems and configurations.

Despite the robust search functionalities, we note that because of
the anonymization process applied to maintain user privacy, where
directory paths and file names in the trace file are randomized,
search at the record level based on file names of operations and
similar criteria, is not supported. Consequently, the system is unable
to categorize files in a manner that preserves information about
the type or purpose of the file post-anonymization.

Nonetheless, the website provides a comparison table and search
functionality allowing users to filter and compare traces based on
a variety of different metrics such as execution time, number of
workers/ranks, recognizable workload characteristics like check-
pointing, or application names, thus retaining a rich landscape of
options for comparison and analysis.

3.4 In-Depth Analysis and Visualization Tools
The I/O Trace Initiative platform serves not only as a data repository,
but also as a comprehensive analytics tool. For each workload
uploaded, the platform generates a detailed analysis accompanied

by a series of visualizations that give insights into I/O patterns and
behaviors.

Workload details. For every uploaded trace file, the platform
displays the information provided by the uploader about the appli-
cation and its running environment. Additionally, it offers insights
into the overall count of different I/O operations, giving users an
overview of the workload details.

Heatmap visualization. The platform presents heatmaps that
depict the I/O activity per timeslot and per rank (see Figure 1). HPC
applications often have long runtimes, which implies that a trace
can contain several hundreds or even thousands of timeslots. With
the number of ranks also potentially reaching thousands, a heatmap
can represent millions of data points. Full detailed visualization
of such extensive data can be challenging. Therefore, to provide a
high-level overview of the I/O activity and allow users to discern
the I/O pattern of an HPC workload swiftly, we implement a scaling
mechanism for both timeslots and ranks. We reduce the timeslots
to a fixed number, 100, each representing 1% of the total execution
time. This enables users to compare applications with different
runtimes.

To scale down ranks, we group them into 200 bins, enabling
users to perceive the overall I/O activity flow on small screens and
easily access each data point’s details. We store full-resolution data,
accessible by downloading the original Darshan log file or via our
API providing full-resolution heatmap data.

According to our observations from the collected traces, the
logarithmic scale used in Darshan summary generation is not uni-
versally suitable for all workload types. Therefore, we provide users
with an option to switch between normal or logarithmic scales for
heatmaps. Furthermore, users can filter their interested range to
find the corresponding timeslots and ranks.

Comparison tools. One of the central aims of this platform is
to facilitate the comparison of various traces, allowing users to
identify commonalities and differences among their target applica-
tions and configurations. Consequently, users can select multiple
traces and observe their shared properties and disparities. They
can then refer to a figure that shows the I/O volume between these
traces over their runtime. The platform normalizes runtimes into
100 timeslots, making it possible to compare different applications
with varying runtimes. This normalization also enables the com-
parison of different traces of the same application with different
problem sizes and/or number of ranks. The scaling of I/O volume
relative to the problem size can provide crucial insights into ap-
plication scalability and potential I/O bottlenecks, benefiting both
application developers and users.

Pareto CDF chart. A Pareto chart combines the graphical prop-
erties of a bar chart and a line chart and is based on the Pareto
principle. This principle states that approximately 80% of the effects
are caused by 20% of the causes. Using this concept, a Pareto chart
can be instrumental in highlighting dominant factors in a dataset
and, in our case, identifying collective or localized I/O patterns. Our
website provides cumulative Pareto charts that allow users to easily
observe the distribution of I/O accesses. It also helps identify the
ranks that are most affected by I/O performance.
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(a) Remote Sensing application with MPI backend

(b) Remote Sensing application with Gloo backend

Figure 1: Comparative Heatmaps of MPI and Gloo backends for Satellite Classification Workload

(a) MPI I/O distribution

(b) POSIX+STDIO I/O distribution

Figure 2: I/O volume distribution
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To construct a cumulative Pareto chart, we order the I/O con-
tributions of different ranks from highest to lowest based on their
respective I/O sizes (see Figure 2). The cumulative I/O frequency is
then graphically represented.

Pareto analysis is performed separately for each I/O type, al-
lowing application developers and HPC administrators to identify
potential read and write path optimizations. Figures 2a and 2b illus-
trate insights from the cumulative plot for the turbulent flow simu-
lation with 4,096 ranks using Nek50001. For example, the MPI-IO
pattern shows a uniform distribution, while POSIX+STDIO shows
that almost all I/O is performed by a single rank. The total I/O per
rank is visualized in another graph.

Non-MPI workloads. Not all applications running in HPC envi-
ronments use MPI. For example, many AI workloads manage their
processes internally. However, Darshan can only aggregate the I/O
accesses of MPI applications and must generate a per-process trace
file for non-MPI workloads. This factor makes it difficult to analyze
AI applications using standard Darshan parsing tools.

To overcome this challenge, our platform allows users to upload
a compressed file, containing multiple Darshan log files. Each file
is processed individually, and then all subresults are combined.
Since Darshan log files do not provide a correlation between the
processes, we sort the files alphabetically and assign rank numbers
accordingly.

Darshan records the I/O for these processes individually and
does not synchronize the timeslots used for heatmaps. This dis-
crepancy can lead to variations in the starting time of different
non-MPI processes. When combined, such variations can result
in inaccuracies in the overall heatmap generated by our platform.
Aligning the timeslots is a nontrivial task that could introduce more
inaccuracies. Thus, we display the combined heatmap and include
a disclaimer indicating the potential inaccuracy of the information
therein.

Figure 1a and Figure 1b present heatmaps generated from the
same classification workload dataset derived from the Sentinel-
2 satellite’s remote sensing data. The classification workload was
executed on the same training data to ensure a direct comparison be-
tween the two different configurations of the Horovod framework.
Specifically, Figure 1a illustrates the I/O behavior of a configuration
utilizing the MPI backend with 36 ranks, while Figure 1b demon-
strates the performance of the Gloo backend using 4 workers on 4
GPUs. Note that in the Gloo configuration, each worker generates
a separate Darshan log file and all log files are then merged into
a single visualization on our platform. This approach allows for
an in-depth comparison of the I/O behavior and of the computa-
tional efficiency across different backend configurations and their
respective handling of satellite data analysis workloads.

3.5 Longitudinal Data Management and
Citability

To ensure data longevity and to facilitate citation, the I/O Trace
Initiative adheres to best practices in scientific data management,
all integrated into our user-friendly website workflow. When a
submitter uploads I/O traces and associated metadata through the
1https://nek5000.mcs.anl.gov

I/O Trace Initiative website, the platform interacts seamlessly with
the Zenodo repository. Zenodo is a general-purpose open access
repository developed under the European OpenAIRE program and
hosted by CERN [8]. This integration allows the permanent deposit
of traces and associated metadata in a recognized repository.

Immediately after the deposition process, Zenodo automatically
generates and assigns a unique DOI to each dataset. This DOI
serves as a permanent identifier that makes the data easily citable in
academic literature, and it is promptly relayed back to the submitter
via the I/O Trace Initiative website.

This practice not only gives contributors credit for their valuable
data but also enhances the transparency and reproducibility of
HPC I/O research. The integrated web-based workflow assures
contributors that their submission will be preserved for future use,
cited appropriately when used by others, and made available to the
broader scientific community to facilitate open and collaborative
research.

4 CONCLUSION
As the volume and complexity of data in high-performance com-
puting and artificial intelligence/machine learning applications
increase, effective I/O management becomes critical for achieving
efficient system performance. Our I/O Trace Initiative is a signifi-
cant step toward this goal, providing a versatile platform for I/O
trace collection, in-depth analysis, and cross-discipline collabora-
tion.

Accessible via https://hpcioanalysis.zdv.uni-mainz.de, this initia-
tive serves as a hub where researchers and professionals can find
approved traces and collaborate by uploading their own traces for
community access. The platform offers a range of comprehensive
features, including the submission of Darshan profiles, as well as
archive and search functionalities. Coupled with detailed visualiza-
tion tools, these features facilitate a deeper understanding of I/O
patterns and behaviors across a broad spectrum of applications.

By adhering to the FAIR principles and promoting open science,
we aim to make I/O traces and their analyses more accessible, foster-
ing transparency, reproducibility, and collaboration. The I/O Trace
Initiative is not just a tool but a vision for a more collaborative, in-
sightful future in HPC and AI/ML research. As our platform evolves,
we remain dedicated to serving the HPC and AI/ML communities,
empowering them to enhance I/O performance optimization.
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